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A B S T R A C T

In this paper we discuss the applicability, potential benefits, open problems and expected contributions that an emerging set of self-modeling techniques might bring on the development of humanoid soccer robots. The idea is that robots might continuously generate, validate and adjust physical models of their sensorimotor interaction with the world. These models are exploited for adapting behavior in simulation, enhancing the learning skills of a robot with the regular transference of controllers developed in simulation to reality. Moreover, these simulations can be used to aid the execution of complex sensorimotor tasks, speed up adaptation and enhance task planning. We present experiments on the generation of behaviors for humanoid soccer robots using the Back-to-Reality algorithm. General motivations are presented, alternative algorithms are discussed and, most importantly, directions of research are proposed.
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1. Introduction

Humanoid soccer robots are challenged to overcome a series of complex sensorimotor tasks such as standing up, walking, kicking and trapping the ball or even diving for it. It appears that certain aspects of the fine dynamical interaction of a humanoid robot body with its environment cannot be properly modeled by an external designer. Most pre-engineered controllers fail to perform successfully if some of their parameters are not calibrated or adapted using real-world data.

The experience obtained on the generation of gaits for Sony AIBO four-legged robots shows that a large amount of sensorimotor interaction in combination with some learning method is required in order to achieve substantial improvements to gait speed (a comparison of different gait optimization methods is presented in [1]). The same situation has been observed in humanoid soccer robots, where gaits are optimized using stochastic methods [2–6].

Thus, solving complex sensorimotor tasks requires learning from the interactions of the robot body and the environment. However, there are some fundamental limitations in the implementation of this idea. First, the temporal limitation reduces the number of alternatives that a robot is able to explore during its ontogeny. While many researchers aim at discovering key algorithms to extract as much information as possible from the real-world interaction, it seems that the fundamental need to increase the number of samples is being forgotten. In contrast, the use of simulations [7,8] might considerably speed up the adaptation of humanoid robots, since the simulation of a robot acting under a particular environment can be easily accelerated by means of parallelization of candidate solution evaluations. The second limitation is related to the cost of robot hardware. Extensive periods of evolutionary search might bring about important damages to a humanoid robot due to their particular instability. In contrast to multi-legged stable robots or wheeled robots it appears rather difficult for a humanoid robot to develop a walking behavior from scratch. Improving a humanoid gait is particularly difficult since small parameter changes might cause instability and a robot to fall down. The third main limitation is the human time required for supervising the robot learning process. Humans must replace robot batteries, restart the setup when the robot falls down, and repair robot components when broken. Thus, the amount of interaction with the environment is limited due to the availability of human resources. In addition, for the case of soccer applications, adaptability speed is a key issue: it is necessary to be able to adapt the robot gait to different surface conditions in just a few hours after arriving at the competition site.

The use of simulations to implement parts of or the whole learning process and thus speed up the development of robot controllers, with the additional benefits of producing less damage of hardware components and less human intervention, dates back to the early 1990s. However, the fundamental problem of
the reality gap, which is the difference in behaviors obtained in simulation versus reality for a given robot controller, limits the applicability of these tools. The need for a continuous validation of simulation was noted by Brooks [9] and approaches that implement this idea have been already presented [10–12]. Although most current work that optimizes humanoid gaits make use of realistic simulators [2–46], their employment is rather restricted. The general idea is to implement the learning process in two consecutive stages: first, the parameter’s optimization range is reduced using robot simulations, and then learning is carried out in the real robots. This process can be largely improved if experiments in simulation and in reality are fully integrated, and they run continuously, one after the other. In this way, robots, in addition to adjusting controller parameters, might generate self-models of their sensorimotor interaction, namely the body structure and physical laws. If this is the case, one could even think that the simulator is part of the robot’s cognitive structure, and that the robot can use the simulator while solving complex tasks, for example, playing soccer.

In this context the aim of this paper is to analyze the applicability, potential benefits, open problems and expected contributions that self-modeling techniques might bring on the development of humanoid soccer robots. We will explore how Nao humanoid soccer robots might generate self-models of their sensorimotor interaction using the Back-to-Reality (BTR) algorithm [11,1].

This paper is organized as follows. In Section 2 we discuss the concept of continuous self-modeling and how it might impact the field of robotics. In Section 3 we discuss methodologies for creating complex behaviors in animals and humanoid soccer robots. In Section 4 we explore how these methodologies affect the process of gait optimization with animals and Nao humanoid robots. Finally, in Sections 5 and 6 we discuss and make conclusions about the main results of this research work.

2. Self-modeling

As Metzinger proposes [13] in the context of phenomenological studies of consciousness, the study of self-models deals with questions such as: How might a first-person perspective arise from an information-processing system? How do self-models appear as an interaction with the environment during evolution of nervous systems? How are the transitions from conscious to unconscious self-models related? etc. These questions are starting to gather an increasing level of attention in the robotics community since (i) it appears that self-models might enhance the learning capabilities of robots, and (ii) in view of the complex dynamics of a mobile robot operation it appears attractive that models are self-generated rather than externally provided.

2.1. Self-modeling in robotics

2.1.1. Available techniques

In 2004, three self-modeling approaches intended for use in animals or robots were presented [12,10,11]. In [12], the question of whether there is an algorithm linked to an unknown body that can infer by itself information about the body and the world it is in was raised. According to experiments with a simulated mice head, they concluded that sensorimotor laws possess intrinsic properties related to the structure of the physical world in which an organism’s body is embedded. In [10], the Estimation Exploration algorithm is proposed as a way to co-evolve a robot and its simulator. They later applied this algorithm to real robots [14]. In [11], the Back-to-Reality algorithm was presented in order to aid the autonomous generation of gaits with real Sony AIBO robots. The algorithm co-evolves robot simulators and robot controllers. Simulators are rewarded by their capability of providing a greater behavioral fitness consistency. A detailed explanation of the algorithm is presented in [1]. Besides gait generation the algorithm was applied to the autonomous generation of ball kick behaviors [15]. An analysis of properties of the fitness function used for simulation search is presented in [16]. We will explain the principles of operation of this algorithm in the following sections.

Converging approaches are presented in [17], where self-simulation is proposed for robot planning, and [18], where internal simulation of robot perception is explored.

In the case of humanoid robots, a method to interleave simulated and real data during robot adaptation is proposed in [5]. The strategy consists of estimating the discrepancies on fitness resulting from reality and simulators, and then using the estimated difference in order to correct the fitness values that result from a fixed simulation model during the robot adaptation process. This approach relies on the assumption that a linear estimate of the fitness discrepancies of simulation and reality can be established for a given population of robot controllers. Although the aim of this approach is not on robot self-modeling, the strategy is interesting for its potential to bridge fitness measurements related to the reality gap during robot ontogeny.

2.1.2. Embodied robot simulation

The specific properties of these techniques are still under investigation. With certain independence of the particular technique being used we subscribe in this paper to general principles that aim at generating what we call an embodied robot simulation [19]. The following are the principles of this view.

1. Physical simulation of sensorimotor interaction: A physics sensorimotor simulation is used to expand the domain of sensorimotor activity of a robot; thus internal interaction is combined with real interaction towards exploring new behaviors.

2. Grounded representations: The body components and environment objects interacting with the robot are represented by a set of physical primitives that are initially parametrized by a designer. Such parametrization defines a space of possible realizations of the simulation. A grounding mechanism allows searching for candidate simulations as abduction over data collected during robot functioning.

3. Behavioral and sensorimotor consistency: The grounding mechanism seeks to increase the historical consistency of behavioral and/or sensorimotor data acquired during operation under real versus simulated environments. Searching over the space of simulations and robot behaviors can be compared to a process of affordances or exploiting a mastery of sensorimotor contingencies. A self-organizing re-parametrization process should allow augmenting or modifying the search space in the case that the sensorimotor activity cannot be reproduced by the simulation.

3. Creating complex behaviors

In this section we will describe the principle of operation of the Back-to-Reality algorithm. The first description of the algorithm was presented in [11], and a more detailed description is given in [1]. Previous descriptions of the algorithm were specific to the use of a fitness based functional to be minimized in order to adapt simulation. In this section we present a more general description that considers sensor based as well as fitness based functionals. Some definitions are first presented, the principle of operation is discussed, and then the algorithm steps are presented.
3.1. Definitions

Simulation:

The implementation of a robot simulation is defined by a vector \( s = [s_1, \ldots, s_{N_R}] \) in the space \( \delta \) of possible simulations. The dimensions of this space might be defined by morphological aspects such as the length, width, shape or weight of robot components as well as their topological relation. It might also include aspects such as the friction among different elements, gravitational forces, motor parameters such as PID servo constants, etc. The experimenter defines the \( \delta \) boundaries of each parameter \( s_i \in [\text{min}_i, \text{max}_i] \) with \( i = \{1, \ldots, N_R\} \).

Reality:

Reality is the target operational environment of the robot. We present experiments in which reality can be either a particular realization of the simulation \( s_i \in \delta \) or reality itself. As will be described, \( s_i \) is unknown for the robot and it should be determined by the algorithm by relying on behavioral comparisons.

Controller:

The implementation of a robot controller is defined by the vector \( c = [c_1, \ldots, c_{N_C}] \) in a space \( \mathcal{C} \) of possible robot controllers. The space \( \mathcal{C} \) might include morphological descriptors of the robot as well as controller-related parameters. However, we have not performed experiments for the evolution of robot morphologies. The experimenter defines the \( \mathcal{C} \) boundaries of each parameter \( c_i \in \text{[min}_i, \text{max}_i] \) with \( i = \{1, \ldots, N_C\} \).

Behavior:

The set of actions that a robot executes in response to the environment \( E \). The characterization and qualification of a robot’s behavior necessarily depends on the observer. From a single viewpoint we can model behavior in discrete time \( t_j = j \cdot \Delta t \) as a time series \( B = \{X_{0}, \ldots, X_{N-1}\} \) of \( N \) vector states \( X_j = \{x_1, \ldots, x_{N_0}\} \), each describing \( N_0 \) dynamical parameters, such as position, rotation and velocity, of bodies composing the robot or interacting with it. If we assume a set of fixed initial conditions, a fixed reference system and fixed evaluation period \( T_e = N \cdot \Delta t \), we can establish that the robot behavior \( B \) is a function of the robot controller \( c \) and the evaluation environment \( E \). Thus we have \( B = B(E, c) \). In this context \( E \) might be either a simulation defined by a point \( s \in \delta \) or reality itself. Clearly, in the later case “\( E \) is reality” is just an abstraction for the sake of consistency.

Sensorimotor history:

Assuming a robot with \( N_M \) motors and \( N_I \) sensors, the motor history time series are defined as \( O^l = \{o_{p_l}, \ldots, o_{p_l-1}\} \), for \( l = \{1, \ldots, N_M\} \), and the sensor time series as \( l^l = \{i_{p_l}, \ldots, i_{p_l-1}\} \), for \( l = \{1, \ldots, N_I\} \).

Fitness:

The behavioral evaluation provided by the experimenter. We ascribe \( f(B(E, c)) \) to the fitness function that the experimenter assigns to the behavior \( B(E, c) \). From a set of \( M \) robot controllers we denote the fitness of the robot controller \( c_k \), with \( k = \{1, \ldots, M\} \), that elicits behavior \( B(E, c_k) \) as \( f_{k} \), with \( E = r \) for reality and \( E = s \) for simulation. For example, at the end of \( T_e \), the fitness might be the distance traveled by the robot, the distance traveled by a ball that the robot kicks, the amount of consumed energy, etc.

3.2. Principle of operation

If the behavior elicited by robot controller \( c \) in simulation \( s \) is similar to the behavior observed in reality we write

\[ B(s, c) \approx B(r, c); \]  

more precisely, this means that at any time step \( j \) we also have

\[ X_j \approx X_j \quad \forall j = \{0, \ldots, N_0 - 1\}, \]  

where \( X_j \) stands for the state vector of \( B(s, c) \) at time step \( j \) and \( X_j \) is the state vector of \( B(r, c) \) at time step \( j \). In other words there should be a match along time of the robot state in both simulation and reality.

If we somehow measure the degree to which this match is obtained for each candidate simulation \( s \), we can derive a useful distance function \( \phi \) for adapting simulation to match reality. Unfortunately the state \( X_j \) is generally unobservable.\(^1\) The alternative is to estimate the quality of candidate simulations by assessing their ability to reproduce data collected during robot functioning.

The use of fitness data was explored for self-modeling in statically stable four-legged robots\(^{[11,20]} \) and specific properties have been reported in\(^{[16]} \). The idea is to exploit the fact that behavioral fitness is always available in both simulation, \( f_{sk} \), and reality, \( f_{rk} \). Then a behavioral fitness discrepancy elicited by a robot \( c_k \) can be defined as

\[ \delta_k = |f_{sk} - f_{rk}|. \]  

If such behavioral discrepancies, as expressed in \( \delta \), are reduced for various behaviors, then it is natural to expect that simulation better approximates reality in those characteristics that are relevant to the execution of these behaviors. Thus, we define the first distance function \( \phi_1 \) to be the average behavioral differences \( \Delta_{f_{sk}} \), this is

\[ \phi_1 = \Delta_{f_{sk}} = \frac{1}{m} \sum_{k=1}^{m} \delta_k = \frac{1}{m} \sum_{k=1}^{m} |f_{sk} - f_{rk}|. \]  

Another alternative is to look at sensorimotor data that can be collected as the robot functions. Approaches in such a direction were first presented in\(^{[10,12]} \). A limitation of such ideas is given by the high decorrelation of sensorimotor data that results from candidate simulations that are dissimilar to reality, thus limiting comparisons to very narrow observation windows.

In this paper we will explore the alternative of exploiting sensorimotor data for self-modeling using some statistical measures. We will first use the information distance that was recently proposed in\(^{[21]} \) in the context of defining a metric space of experience:

\[ d(X, Y) = H(X|Y) + H(Y|X), \]

where \( X \) and \( Y \) are random variables, and \( H(X|Y) \) is the conditional entropy of \( X \) given \( Y \). It has been shown that this information distance has the properties of a metric. Thus we define our second distance function \( \phi_2 \) to be

\[ \phi_2 = D(O_I, O_I) = \sum_{l, l'} d(O_l^l, O_l^l) + \sum_{l, l'} d(l_l^l, l'_l^l), \]

where \( O_l^l \) and \( O_l^l \) are the \( l \)-th real and simulated motor command time series, and \( l_l^l \) and \( l'_l^l \) are the \( l \)-th real and simulated sensor readout time series.

3.3. Algorithm steps

The Back-to-Reality algorithm steps are shown in Fig. 1. A detailed description of each step is as follows.

\(^1\) In control theory a system is observable if, for any possible sequence of state and control vectors, the current state can be determined in finite time using only the outputs.
Step 0 — Representation: The simulation $\delta$ and controller $C$ search spaces are established following the definitions presented in Section 3.1. Similarly, the fitness function, evaluation period $T_e$ and distance function $\phi$ are defined.

Step 1 — Controller search under simulation: Using the best known simulation $s_{i-1}$ as the environment, a genetic search is conducted over the controller solution space $C$. A starting population of $M$ controller individuals (usually $M \approx 30$) is obtained by performing random mutations with probability $p_m$ over the solution $c_{i-1}$ which is given as a seed. For the first iteration the population can be generated as random or biased by a known starting solution $c_0$. The number of generations during which the genetic search is conducted in this step should be small if the problem presents a high tendency for drift\(^2\). The output of this step is a new controller $c_i$ that maximizes the behavioral fitness $f(B(s_{i-1}, c_i))$.

Step 2 — Selection, transfer and test: A set of controllers derived from the previous step is selected for being tested in the real robot. The idea is to collect the data that is required for assessing the quality of candidate simulators (required in Step 3) according to the distance function $\phi$ being used. In the case of using $\phi_1$, a set of ($m < M$) controllers (usually $m \approx 60\%M$) is selected in order of descending fitness and tested in reality. Corresponding fitness values $f_m$, with $k = \{1, \ldots, m\}$, are stored. If it is not possible to find $m$ transferable individuals from the last generation, they are taken, in descending order, from the previous generations obtained in Step 1. There is a genotypic similarity among the $m$ controllers that triggers a phenotypic similarity among corresponding behaviors. A probability $p^t_m$ per bit controls the rate of mutation for a population constructed from a given controller $c_i$. An analysis on the right selection of $p^t_m$ is presented in [16]. If $\phi_2$ is used, far fewer controllers need to be transferred to reality ($m \approx 1 \text{ to } 2$). In this case, however, time series of sensorimotor data are being collected (see 3.1).

Step 3 — Simulation search: The best existing simulator solution $s_{i-1}$ is used in order to bias a population of $L$ simulator individuals. In the case of the first iteration this population is generated as random or as biased by a known starting simulator solution $s_0$. A simulation $s_i$ is obtained by steering the evolution towards minimizing the distance function $\phi$. The algorithm continues by taking the simulation obtained in Step 3 as a new environment for Step 1 in the next iteration.

Step 4 — Finalization: The algorithm finishes if the robot behavioral requirements are met, if the number of iterations defined by the experimenter have been completed, or if there is disengagement on the co-evolving populations. The latter case might occur for example if the space of simulations does not account for phenomena that arise in reality. Explanations of how to deal with disengagement are presented in [1].

4. Experimental results

4.1. Analysis of the algorithm using an artificial ant morphology

First we explore the idea of self-modeling with the Back-to-Reality algorithm using an artificial morphology that models an ant (see the complete description in [16]). This morphology allows us to explore the generation of complex but generally stable walking behaviors while using an interesting six-legged animat. We center the analysis on exploring how the algorithm allows, at the same time, learning a walking gait from scratch and adjusting a simulation model to match reality. This adjustment allows identifying the ant morphology that best suits the correspondence of simulated and real behaviors. In this case we will also explore the behavior of the distance function $\phi_1$. Fig. 2 shows the morphology of random ants that are obtained over a four-dimensional search space $\delta$ defined by the parameters corresponding to the length of four of the twelve ant segments.

4.1.1. Controller definition

Each one of the six ant legs is composed by a segment representing the femur and another representing tibia and tarsus. Joints connect each rigid body. Each independent axis of motion $i$ (a total of 18) is motorized and torque is applied according to the output of PID dynamic compensators that follow a motion reference signal $r_i = \theta_i + a_i \sin(w t + \psi_i)$, where $\theta_i$ is a pre-defined central angle of oscillation for each motor $i$.

The amplitude $a_i$ and motion phase $\psi_i$ are defined by the ant controller vector under search, $c = \{a_1, \psi_1, \ldots, a_{18}, \psi_{18}\}$ of 36 elements. These parameters are in the range $a_i \in [a_{\text{min}}, a_{\text{max}}]$ and $\psi_i \in \{\psi_{\text{min}}, \psi_{\text{max}}\}$ for each joint.

4.1.2. Analysis

Fig. 3 presents results corresponding to 13 iterations of the Back-to-Reality algorithm. On each iteration 11 generations of controller evolution, with population size of 20 individuals, and 11 generations of simulation search, with population size of 15 individuals, were performed. The figure shows the evolution of maximal and average controller fitness (gait speed) as well as the evolution of minimal and average $\Delta_{\text{fitness}}$. For each BTR stage the figure shows the corresponding value of the ant simulator, namely the estimated length of each segment resulting from the minimization of $\Delta_{\text{fitness}}$. We make the following observations from the results presented in this figure.

1. In (a) we can observe how the controller fitness monotonically increases along different iterations of BTR. This is interesting if we consider the important changes in the simulation of the ant that are introduced by varying the length of the four segments. In total, $11 \times 13 \times 15 = 2145$ controller evaluations were performed under simulation while just $12 \times 15 = 180$ evaluations were performed in the real environment. The methodology allows searching a solution space nearly 12 times larger than performing experiments in pure reality.

\(^2\) A patholgy of co-evolving systems in which the selection pressure of one population has no influence in the co-evolving population.
2. In (b) we can observe how the minimization of $\Delta_{\text{fitness}}$ takes place after each iteration of the algorithm. We observe a smooth minimization of $\Delta_{\text{fitness}}$ at each algorithm iteration stage. We observe, for the most of the iterations, that a low value of $\Delta_{\text{fitness}}$ is obtained, and therefore we conclude that a consistency of behavior on simulation and reality is obtained. Therefore, resulting behaviors of the overall adaptation process are transferable to reality. This is a very relevant result, considering our main hypothesis that a continuous self-modeling process might allow for the regular transference of controllers developed in simulation to reality.

3. In (c) to (f) the corresponding parameter’s convergence is shown. We observe that although the parameters are not fully identified, the algorithm improves the estimation with time. However, some oscillations in the estimated values are observed. Probably the main reason for the observed oscillations is that in the experiments a convergence is not achieved, due to the low number of generations that are taken for minimizing $\Delta_{\text{fitness}}$.

4.2. Experiments with real Nao robots

In the previous section we have demonstrated the effectiveness of the Back-to-Reality algorithm as a whole co-evolutionary process. We have observed the continuous transference of behaviors obtained in simulation to reality and how the algorithm allows increasing the animat controller fitness while reducing the number of tests performed in reality. The algorithm’s simulation search step is a key component that needs to be validated with a real humanoid robot. A natural question is whether a minimization of a distance function $\phi$ will lead to a better identification of aspects of a real robot. In this section we address this fundamental question, building a realistic Nao robot simulator and testing the identification power of the different metrics. We first describe the implementation of the new Nao simulator and then we describe the details of the experiments performed.

4.2.1. Building a Nao simulator

The first step for testing self-modeling with real Nao robots is to find the best available robot simulator that allows modifying the simulation parameters and executing the same robot controllers...
that are used in the real robot. After testing current available simulators we found that there is no simulator that provides all the above-mentioned requirements with Nao robots. Thus we decided to implement our own Nao simulator using the Open Dynamics Engine together with a library of functionalities provided with the simulator reported in [20].

The simulator was constructed using public data provided by the manufacturers [22]. Table 1 shows the specification of each one of the 23 robot body components, including the mass, absolute position, translations, rotations and the corresponding geometric object that are used in the simulation as best approximation. The specification also contains the orientation of each robot joint. The same data is used by the commercially available existing simulators.

We have identified two critical factors for achieving a good simulation of Nao robots. The first is finding the right tuning of PID joint servos. Fig. 5 (left) shows examples of the achieved reference following performance of joints before adapting simulation with BTR. The second critical factor is selecting the right number of physical integration steps to be taken between each pair of controller reference signals. The real robot receives controller references every 55 ms. We found that in order to achieve a good simulation performance, a total of 7 physical integration steps must be performed between each controller reference. This means that our physical simulation uses a temporal discretization of 7 ms.

4.2.2. Test description

Following the steps of the Back-to-Reality algorithm we have defined the robot simulation search space $\mathcal{S}$ (Step 0) by the set of 8 body weights that are indicated in Table 1. We have considered a range of variation of $+/-50\%$ of their original values. We have observed that the behavior of the real robot is quite sensitive to variations of body weight. In this case we will test the distance function $\phi$ that was described in Section 3.1. As robot controller we have used the walking behavior implemented by Aldebaran-Robotics (Step 1). The main idea of this controller is to transform ZMP$^3$ targets into COM$^4$ targets. NaoQi, the SDK$^5$ developed by

---

Table 1

<table>
<thead>
<tr>
<th>Body part</th>
<th>Mass</th>
<th>Translation</th>
<th>Rotation</th>
<th>Type</th>
<th>Object Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torso</td>
<td>1.22</td>
<td>0.00 0.07 -0.02</td>
<td>0 1 0 2</td>
<td>0.10 0.18 0.10</td>
<td></td>
</tr>
<tr>
<td>HeadYaw</td>
<td>0.05</td>
<td>0.00 0.16 -0.02</td>
<td>0 1 0 3</td>
<td>0.01 0.08 0.00</td>
<td></td>
</tr>
<tr>
<td>HeadPitch</td>
<td>0.35</td>
<td>0.00 0.22 0.00</td>
<td>0 1 0 4</td>
<td>0.07 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RShoulderPitch</td>
<td>0.05</td>
<td>-0.09 0.14 -0.02</td>
<td>0 0 0 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RShoulderRoll</td>
<td>0.11</td>
<td>-0.10 0.14 0.00</td>
<td>0 1 0 2</td>
<td>0.07 0.06 0.08</td>
<td></td>
</tr>
<tr>
<td>RElbowYaw</td>
<td>0.03</td>
<td>-0.10 0.15 0.07</td>
<td>0 1 0 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RElbowRoll</td>
<td>0.06</td>
<td>-0.10 0.15 0.12</td>
<td>0 1 0 2</td>
<td>0.05 0.05 0.11</td>
<td></td>
</tr>
<tr>
<td>LShoulderPitch</td>
<td>0.11</td>
<td>0.10 0.14 0.00</td>
<td>0 1 0 2</td>
<td>0.07 0.06 0.08</td>
<td></td>
</tr>
<tr>
<td>LShoulderRoll</td>
<td>0.03</td>
<td>0.10 0.15 0.07</td>
<td>0 0 1 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>LElbowYaw</td>
<td>0.06</td>
<td>0.10 0.15 0.12</td>
<td>0 1 0 2</td>
<td>0.05 0.05 0.11</td>
<td></td>
</tr>
<tr>
<td>LElbowRoll</td>
<td>0.10</td>
<td>-0.06 -0.04 -0.03</td>
<td>0.707 0.707 0.707</td>
<td>0 0 1 4 0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RHipRoll</td>
<td>0.14</td>
<td>-0.06 -0.04 -0.03</td>
<td>0 0 1 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RHipPitch</td>
<td>0.29</td>
<td>-0.06 -0.09 -0.02</td>
<td>0 0 0 2</td>
<td>0.07 0.14 0.07</td>
<td></td>
</tr>
<tr>
<td>RKneePitch</td>
<td>0.42</td>
<td>-0.06 -0.13 -0.01</td>
<td>0 0 0 2</td>
<td>0.08 0.11 0.07</td>
<td></td>
</tr>
<tr>
<td>RAnklePitch</td>
<td>0.06</td>
<td>-0.06 -0.23 -0.01</td>
<td>0 0 0 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>RAnkleRoll</td>
<td>0.10</td>
<td>-0.06 -0.27 -0.02</td>
<td>0 0 1 2</td>
<td>0.08 0.02 0.16</td>
<td></td>
</tr>
<tr>
<td>LHipYawPitch</td>
<td>0.10</td>
<td>0.06 -0.04 -0.03</td>
<td>0.707 -0.707 -0.707</td>
<td>0 0 1 4 0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>LHipRoll</td>
<td>0.14</td>
<td>0.06 -0.04 -0.03</td>
<td>0 0 1 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>LHipPitch</td>
<td>0.29</td>
<td>0.06 -0.09 -0.02</td>
<td>0 0 0 2</td>
<td>0.07 0.14 0.07</td>
<td></td>
</tr>
<tr>
<td>LKneePitch</td>
<td>0.42</td>
<td>0.06 -0.13 -0.01</td>
<td>0 0 0 2</td>
<td>0.08 0.11 0.07</td>
<td></td>
</tr>
<tr>
<td>LAnklePitch</td>
<td>0.06</td>
<td>0.06 -0.23 -0.01</td>
<td>0 0 0 4</td>
<td>0.01 0.00 0.00</td>
<td></td>
</tr>
<tr>
<td>LAnkleRoll</td>
<td>0.10</td>
<td>0.06 -0.27 0.02</td>
<td>0 1 0 2</td>
<td>0.08 0.02 0.16</td>
<td></td>
</tr>
</tbody>
</table>

---

3 Zero Moment Point.
4 Center of mass.
5 Software development kit.
Aldebaran, allows the acquisition of motor commands and sensor readouts at each motorized robot joint. We have defined a set of $N = 4024$ time steps for collecting joint sensor data at each one of the 22 real Nao motors. Then we have accumulated the set of readouts from the real robot by testing the above-mentioned controller (Step 2), and we have performed a genetic search over...
the space of robot simulations by minimizing $\phi_2$ (Step 3). The robot was lifted off the ground for data recordings since no fitness measurements are needed for computing $\phi_2$.

### 4.2.3. Analysis

Fig. 4 shows the sequence of movements that the robot executes during the evaluation period for the simulated (top) and real (bottom) robots. An illustration of the controller reference signal and measured joint values in simulated and real Nao robots are presented in Fig. 5. Results of parameter convergence are presented in Fig. 6. The minimization of $\phi_2$ is presented in Fig. 7. We make the following observations on these experiments.

- As Fig. 5 (right) indicates, a remarkable performance on reference following is achieved by the simulation after applying Step 3 of the algorithm. As can be seen in the same figure (left), a distribution of body mass related to a suboptimal simulator leads to poor joint reference following. The figure presents comparisons for three representative joints of the robot. Scatter diagrams of reference following in simulation versus reality are included in subplots.

- As Fig. 6 shows, a successful identification of real robot mass parameters is achieved by minimizing $\phi_2$ during Step 3 of the algorithm. This is a first demonstration of self-modeling with real Nao robots.

- Fig. 7 shows the results of minimizing $\phi_2$ using a genetic search over the space $S$. In this case a population size of 20 individuals per generation and a Gaussian mutator operator were used.

### 5. Discussion

The reported experiments using the morphology of a simulated ant and a real soccer humanoid Nao robot show that it is possible to obtain a benefit from interleaving simulation and reality during the development of behaviors for a real robot target environment. The experience allows understanding some rather important factors that are to be considered when designing humanoid soccer robots with self-modeling capabilities. We point out the following.

**Simulation accuracy as a self-modeling variable:**

As previously mentioned, it was difficult to determine the required level of physical accuracy for the simulation. An interesting approach is to run simulations with different levels of accuracy and to use a self-modeling technique to automatically define the required level of simulation accuracy.

**Real-time processing:**

Measuring fitness ($\phi_1$) is a slow process. We have explored here the alternative of measuring sensorimotor data during robot operation ($\phi_2$). This idea is consistent with real-time requirements. Although the data can be obtained as a continuous inflow, the processing, in particular Step 3, is still expensive in terms of computing power. However, as the algorithm suggests, the idea is to execute this step in an alternate fashion.
Bizarre simulations:

Bizarre simulations can be obtained as result from a self-modeling process. If they suffice to provide valid transfers to reality for a group of behaviors we might wonder whether they provide as well a good platform for the instigation of new behaviors. Thus a tight relation of behavior and identification process is required. This is relevant for humanoid robots since aspects of reality that are identified during early stages of development might be irrelevant during the remaining ontology of a robot.

Active self-modeling:

A robot might trigger behaviors with the intention of improving self-modeling. Steps in this direction are already present in the Estimation Exploration algorithm [14].

6. Conclusions

Solving complex sensorimotor tasks requires learning from the interactions of the robot body and environment. The implementation of this concept has major limitations related to the hardware and time available. Simulation appears as an alternative that is limited by the fundamental problem of the reality gap. In this work we have analyzed the applicability, potential benefits, open problems and expected contributions that self-modeling techniques have on the development of humanoid soccer robots with their potential to narrow the reality gap problem.

Using the Back-to-Reality algorithm we have analyzed the autonomous generation of robot gaits, as an example of how humanoid soccer robots might generate self-models of their sensorimotor interaction. Experiments using a simulated ant and real Nao robots have validated our main hypothesis that a self-modeling process allows for the regular transfer of controllers developed in simulation to reality. We have observed how the reality gap is narrowed and the robot performance in reality increases.
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